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Four questions weôll answer
ǒ What is unsupervised topic modeling?
ǒ What is it good for?
ǒ What have we (and others) used it for?
ǒ What else could we (or you) do with it?



An important new tool
ǒ A tool for discovering ñhiddenòtopics in large collections of 

documents
o think: lots of (unpublished?)cases, large document collections of 

unknown composition, grey literature, historical collections of 
statutes and regulations

ǒ Rose to prominence in digital humanities, especially history
ǒ Part of a set of law-and-computation technologies that everyone

needs to know



In other words:
ǒ It does your skimming for you.
ǒ It will sort hay into smaller, thematichaystacks.
ǒ It will notfind the needlein the haystack.



What is it? é.the basics
ǒ Assume that a document collection represents a discourseé
ǒ é and that the discourse contains a number of ñtopicsò 
ǒ For this purpose, a ñtopicò isrepresented asa cluster of 

associated keywords, often found together
ǒ Guess the number of topics, and use fancy machine-learning 

based softwareto find the clustersby repeated guessing



What is it? é in pictures



What is topic modeling good for?
ǒ Finding out whatôs in a big collection of documents.
ǒ Comparing discourse/topics between collections or between 

temporal snapshotsof the same collection.
ǒ Looking at how developed the law is in different jurisdictions 

(eg. for business siting, planning law reform, etc.)
ǒ Comparing reactions to policies

ǒ Lots of really weird stuff
o identifying 19th C. trade routes
o finding narrative patterns in IRS written responses



Whatôs it look like?
Å MALLET software (our tool of choice) creates 3 or 4 files of 

mathematical-looking gobbledegook.
Å Easiest way to understand the model is via the keyword file
Å Hereôs a labeled version

https://docs.google.com/spreadsheets/d/1gZtWwJx-xh9YDlSdzoyWVVnctxVb2F5xquImfrr0ojQ/edit#gid=1897533792


How do you make one?
ǒ Get a collection of documents
ǒ Guess atañgoodònumber of topics (usually 100)
ǒ Run
ǒ Tune stopwording
ǒ Increase number of topics
ǒ Lather, rinse, repeat 
ǒ Label the model



Preprocessing
ǒ Terminology extraction
ǒ sometimes we want to work with phrases, not individual terms
ǒ collateral vs. collateral estoppel vs. estoppelvs. collateral damage
ǒ eg. adding war-crimes cases to debtor/creditor

ǒ Stemming, lemmatization
ǒ Normalization of terms
ǒ egconforming ñindigenous peopleò and ñNative Americanò and 
ñAmerican Indianò to ñindigenous peopleò

ǒ Stopwording
o tends to be labor intensive



Stopwording
ǒ Puts focus on a single discourse in a collection that contains 

more than one
o eg in caselaw, substantive topics vs. jurisdiction/geography
o eg in most legal materials, procedure vs everything else

ǒ Suppression of low-value (common) terms
ǒ Plus the algorithm just derails every now and then.



How to know when youôre done
ǒ This is more like cookery than math
ǒ We look for 

o topical coherence
o topical cohesion
o usefulgranularity of overall setof discovered topics
o <10% junk topics

ǒ Tuning and labeling can readily be done bylaw students



Streamlining model development
ǒ Itôs early days for tools: still too project-specific and not well 

maintained
ǒ Text files and spreadsheets
ǒ Visualization for data exploration

o stopword tuning
o stemming, phrasing decisions
o model sizing
o gauging temporal stability of the model



Visualizer: topic list



Visualizer: topic view 



Visualizer: document view



Visualizer: word view



Visualizer: word list



Visualizer: stopword evaluation


